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Abstract

The practice of singing dates back to the begimofghuman history and
represents the convergence of two similar systeanguage and music. Within
these two systems, the fields of linguistic prosadg musical meter each use the
temporal domain to express their underlying stmgctat times, these
expressional requirements differ, necessitatirfgeeitompromise or dominance
of one system over the other. For instance, irc#se of misalignments between
the metrical stress of music and of language, mlsteess was found to be
dominant (Palmer & Kelly, 1992).

Through an experiment carried out with particigasihging a prepared
text, this study examined the effect that prostdiendaries have when
misaligned with musical meter to examine whethespdic boundaries will
cause pre-boundary lengthening despite the tempagalrements of expressing
musical meter. Results suggest that the necdssityal lengthening at a
prosodic boundary is great enough to displaceubsexqjuent beats temporally

from their normal alignment due to musical meter.

INTRODUCTION

The study of language and the study of music hang been linked because of their
obvious similarities. Both language and music @spnt methods of communication. Both
language and music are expressed and perceivadythtbe auditory or sonic domain, although

the content and character of their meaning diffielely (Tan et al., 2010). Itis in the process of



singing, however, that the two systems converdas Gonvergence of music and language has
long caused authors to claim one system as theepitog of the other, whether that be singing-
to-speaking or vice-versa. In his recent and papobok, The singing Neanderthals: The
origins of music, language, mind, and bpfty example, Steven Mithen proposes that music
played an instrumental role in the developmenturh&n culture and more specifically in the
development of language (2007). Others, howewgsstipn whether one led to the other, citing
a variety of evidence both in favor of and agathstclaims that language and music are
processed together by the same mental faculties€fal., 2010). Regardless of whether
singing arises from a convergence of two separatgahfaculties or one multi-talented mental
faculty, many cognitive scientists, linguists, andsicologists have examined the overlap of
music and language (Lerdahl & Jackendoff, 1983|e;1@004; Palmer & Hutchins, 2006;
Palmer et al., 2001; Patel & Daniele, 2003).

In the examination of music and language, theiryraamilarities frequently make the
comparison and differentiation of the two systenfigcdlt. Both have structural hierarchy
which is expressed through cues primarily in théitauy domain. Indeed the categorization and
naming of those cues may cause frustration dueetoverlap of terms and concepts. In both
systems, information may be conveyed based on piteb, loudness cues, sound quality cues,
and temporal cues (Ladefoged, 2005; Tan et alQR0TIhis project will focus solely on
temporal cues, which integrate the information pies by the other cues and more importantly
are defining characteristics of both musical matet linguistic prosody. Linguistic prosody
describes the hierarchical organization of syllap#tress, and boundaries higher than the
segmental level (Ladd & Cutler, 1983; Liberman &nlee, 1977; Selkirk, 1984), and musical

meter describes the hierarchical organization afdestress, and boundaries in musical phrases



(Tan et al., 2010; Lerdahl & Jackendoff, 1983).pé#aticular, this paper will focus on the
conflicting necessities of the tendency towardshsony of musical meter and the pre-boundary

lengthening of prosodic boundaries—two effects bo#asurable in the temporal domain.

Stress

The difficulty of defining musical meter beyond laaj it the hierarchical organization of
stress and beats quickly becomes apparent. Thootiglr daily lives, we are inundated with
auditory input that we interpret as being at regtifae intervals, particularly in the field of
music. The human brain excels at perceiving “rimghin even the most unrelated sounds.
These rhythms are defined for the purpose of thpepas these perceived and prescribed
temporal ratios between the onsets of acousticte@&an et al, 2010). This definition of
rhythm contains multiple important aspects. Fifst, temporal relationship of the events need
not be orderly or repetitive; thus, the remembeéiaé intervals between the crashes of a falling
tray of china represent a rhythm just as much asebular clicks of a clock. Second, the
particular length of any or all of the time intelsv& not prescribed; what the rhythm prescribes
is the ratio of lengths between the intervals. s[tauregular metronome click occurring exactly
every three seconds represents the same rhythmegsilar metronome click every one second
because the length ratio between events is the, salnile the overall speed of the events is
different. And third, the defining units of a rhyhare merely the temporal intervals between
onsets of acoustic events and not the length cdi¢bestic events themselves. A regular series
of short snaps represent the same rhythm as aaregpries of long-ringing gong strikes so long

as the intervals between the initiations of eadmetnold the same ratio.



When a rhythm may be described hierarchically amtically as regular, it then becomes
a musical “meter” characterized by predictable tbeand “tempos” (Tan et al, 2010). The beat
is defined as the most salient relative unit ofation within a meter and is usually the unit of
time to which listeners will tap their feet or dancAs was stated before, rhythm represents the
relative intervals between acoustic events, whetessarily means that if the speed of events
increases or decreases while maintaining their satagve interval ratios, the rhythm must be
the same. These differing rates of rhythmic préiducare called tempos, and are usually
defined as the expected regular time between b&aispos are perceptually defined as being
isochronous, having consistent time intervals betwthe onsets of the constituent parts (Tan et
al, 2010). This modeled isochrony of tempo, howgstees not give us the entire story.

Many musical and non-musical rhythms that we pgecas being isochronous are
actually flexible and non-isochronous (Large & Jrik999). These temporal fluctuations are
frequently used expressively in what are perceasedtrictly metered pieces (Large et al., 1995).
So if music is not isochronous, how can we, astists, perceive it as having a “strict tempo”
and pick out so easily where the beats fall? Tissvar proposed by Large and Jones (1999) is
the use of the dynamic attending theory of rhythrwihich dynamic oscillators create the
listeners’ expectations of when the next beatm@sstshould fall. This dynamic model makes
use of an entrainment model, which states thatlatuis tend towards synchronization even
when beginning out of synch (Large & Jones, 1999%)ese internal oscillators, or “attending
rhythms,” which create expectations about whenréuavents will occur, are isochronous.
Attending rhythms “attend” the external patterngohsli to which they then entrain, allowing
the listener to continue previously establishedhimg, detect fluctuations within those rhythms,

and adjust as rhythms continuously change. Wdimgle oscillator, a listener may effectively
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Figure 1: A diagram from Large & Palmer (2002) moctling a ternary meter (3 beats : 1 measure) with voMises stresses. The
dotted line represents the attending stress on eacjuarter note beat and the dashed line representfi¢ attending stress on each
dotted half note measure. The solid line shows tltempound stresses of the two levels of the metridaerarchy.

model and follow simple rhythms. Many musical mgtéowever, represent more complicated
hierarchies of stress and timing. Dynamic thebgréfore proposes that the listener has not one,
but multiple oscillators that work in concert t@resent these meters. If we begin with an
oscillator at the measure with a set period and #uel another oscillator at the beat level that
oscillates at three times the frequency as thelbeal such that their peaks coincide, they will

create a compound oscillation representing a tgnmatrical structure, seen in Figure 1.



The amplitude of the peaks of this compound wasaid to represent stress in musical
meter, resulting in a two-tiered metrical hierarciwhich listeners may hold in their head and

produce. Take then, for instance, the most
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common meter in all of Western tonal music,
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Figure 2: One measure of common time containing fau
beats with recurring stresses at the frequency ofrce
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Figure 2. Common time in its simplest form

represents a three-oscillator system. The

the beginning of each measure, followed by an lageoil peaking on beats 1 and 3, then an
oscillator peaking on every beat. This gives lelaighest stress prominence, followed by beat
3, then beats 2 and 4. In this way, the listen@eéstal model of a rhythm may be organized by
periodic stresses of varying amplitude or “strerigthhis strength of metrical stresses is
represented by increasing the volume and lengtheobeat but not, in most cases, the pitch
(Drake & Palmer, 1990; Sloboda, 1983). These velamd pitch effects are disregarded here in
any case as we examine the temporal lengtheniegteff This lengthening of “strong beats”
over “weak beats” naturally leads to metrical nsoehrony needed to represent the meter.
However, since these oscillations are modeled reoaiusly at the tempo of the music, the
global beat length average equals the isochroraiasof the tempo and the musical meter shows
atendency towards isochrony This gives the meter the constant sense of fahwetion. For
a meter to be stable, it must articulate theseahsbical stresses while maintaining its alignment
with the tempo.

With musical meter and stress defined in term&wigoral cues, the next question

pertains to how this may be done for linguistiess. Syllables may be prosodically stressed by



increasing the volume, pitch, or length of theay#ée, depending upon the language in question
(Lehiste, 1972). In 1977, Liberman & Prince argtleat prosodic stress and boundaries should
be modeled in branching tree structures similamottidentical to those used in the modeling of
syntactic structure. Using this method, the assgrtrof prosodic stress, intonation, rhythm and
prosodic boundaries could be modeled more accyrdteh by merely comparing them only to
syntactic structure. In 1986, Beckman & Pierrebarhproposed that below the level of a
sentence, branching hierarchical trees contaimational phrases, intermediate phrases, and
prosodic words which possess prosodic stress a&ssigerarchically on each constituent level.
Kim & Cole (2005, 2006) found that while languageed not demonstrate strict isochrony on the
word or syllable level, the stress foot, a hieraz@hgroup containing one prosodic stress, does
show a tendency towards isochrony.

This similarity between musical tempos and proséekt particularly in poetry has also
led to studies examining prosodic feet only in tewwhmusical terminology and notation
(Lerdahl, 2001). With both of these tendenciesa@s isochrony interacting in poetic texts set
to musical meter, one might expect to see sigmtficagularity in the lengths of both segments
and syllables when sung to a strict musical metdrtampo. To say this another way, the
application of a strict musical meter over a tecevent fluctuations in segment and syllable
lengths due to varying speech rates, causing sirgeroduce a given word at the same duration

in multiple tests. This proposition shall be ewéd in Hypotheses 1 & 3 stated later.

Boundaries
Alongside the use of stress and isochrony in miosazeate musical meter, this paper

examines the effects of prosodic boundaries, waretthe cues defining categories and phrase



structure in prosody. The difference between thesandaries, as in the case of stress, appears
most prominently in the temporal domain. Prosodioriaries differ in manifestation and
strength and appear perhaps most clearly througbepdurations. These prosodic boundaries
also demonstrate their relative strength by lengtigethe ends of phrases preceding pauses in
speech (Lehiste, 1977). The strength of thesedsmies are determined by discourse structure
(Swerts, 1997), syntactic structure (Selkirk, 198éxreira, 1991), prosodic structure (Gee &
Grosjean, 1983), phrase length (Krivokg@007), and speech rate (Trouvain & Grice, 1999).
Wightman et al. (1992) found that this lengtherimgrosody is limited mostly to the rhyme of
the preceding syllable and particularly to the po#ceg coda consonant. The marking of the
strongest prosodic boundaries may be most easlyisethe placement of commas and periods
in written language, particularly those representitausal or sentential breaks. If you compare
the sentences “Tess eats Anne’s beans.” and “Ntemahat Tess eats, # Anne’s beans all
disappear.” the first sentence does not possdssrysyntactic or prosodic boundary after the
word “eats,” whereas the second sentence has sedsundary (the prosodic boundary is
represented by a “#”). Through the manipulatiosyftax, one may create a clause boundary
between two words, which would then be realized asong boundary by the prosody. While
this first sentence may possess a weaker typeogbgic boundary after the word “eats,” that
word shall be defined here a “phrase-medial” fbbat the strongest of boundaries.

The strength of prosodic boundaries can also baiaigically modeled using a method
proposed by Beckman & Pierrehumbert (1986). Tipessodic boundaries represent the
structural boundaries between the branches ofrtteogic constituents starting at the level of the
word and extending to the level of the level oflitianal clausal and sentential boundaries, like

those represented by commas and periods. To egdherstrength of prosodic boundaries
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between the different levels of

prosodic hierarchy, Price et al. sentence

intonational phrase

(1991) asked participants in an

intermediate phrase
experiment to listen to and labeled  pysoaic word

[ ]

“break indices” between Only 1 one 4 remembered 3 the O lady 1 in 1 red 6

OrthOgraphlc words on a scale of C\Figure 3: A sample labeling taken from the Price eal. (1991)
experiment, found in Wightman et al. (1991).

6, where 0 represented no break

and 6 represented the largest breaks. More spatyfivithin this system, the index 1 was
assigned to prosodic word boundaries with no aasetispecial prosodic effects. The index 2
represents a group of words inside of a larger, timitugh its exact hierarchical structure
remained elusive. Indices 3 and 4 have been assignintermediate and intonation phrases
respectively in later analyses, such as Wightmah. €1991). The index 5 was later described
as representing the “superior major tone grouplégd & Campbell (1991). Index 6 was
reserved for the boundaries at the end of senterfeesodic boundaries labeled as 4-6 are
considered in this system as “strong.” An exangbleuch a labeling may be seen in Figure 3.
This system was used to develop the 0-4 break ingebem used in the ToBI Annotation
Conventions described in Beckman & Elam (1997).

Just as musical meter and linguistic prosody bo#sess hierarchical stress, so too do
both possess boundary marking. The findings obptendary lengthening in prosody parallel
the findings in musical meter that events precegimgsal boundaries lengthen both locally and
globally (Palmer, 1989). These musical boundatsas cues for the musical phrases described

by Lerdahl & Jackendoff (1983).



11

Stress and boundaries in singing

In the use of temporal lengthening, both musicaemand linguistic prosody converge in
the ways they mark stressed beats and syllabtethelcase of singing, these two processes
overlap. The question then arises how prosodieaity musically stressed syllable interact
within a singing context. To answer this problétalmer & Kelly (1992) conducted a study that
examined the effects of matching and mismatchioggutic and musical metrical stress. They
found that when prosodic and musical stress aligtiedresulting lengthening was greater than
the lengthening of either one alone. In an exatidnaf large corpora of English language
songs, they also found that linguistically stressgtables tended almost always to line up with
strong beats. To these authors, this suggesteththatress systems of musical meter and
linguistic prosody functioned separately and cdbk&h converge or diverge to make stress of
greater or lesser strength. They also found, hewekat in cases of mismatch between the
linguistic and musical stress, the effects of thesical stress overrode the effects of the linguisti
stress, implying that in the case of lengtheningsed by stress in singing, the need to mark
stress in the hierarchy of musical meter took ptenee over the need to mark linguistic stress.
Another way to understand the stronger lengtheafngusically stressed syllables is to say that
allowing the same amount of linguistic stress laegtng on a weak beat could destabilize the
periodicity and tendency towards isochrony of thesival meter, causing metrical failure in
extreme cases.

Linguistic stress, however, is not the only lingigisemporal effect that may interact with
musical meter in singing as there is evidencepghadodic boundaries also have an impact on
lengthening in music. Durational pauses at prosbdimdaries occur with great frequency when

aligned with musical boundaries. In the reseafdRalk (2009), prosodic boundaries of varying
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strengths tended to align with phrasal boundarig#simthe musical meter of children’s songs—
a similar finding to the alignment patterns obsdria linguistic and musical stresses by Palmer
& Kelly (1992). Yet the existence of these shavedndaries again poses the question of how
mismatches of prosodic boundaries and musical kaniexiplay out in the context of musical
meter. In particular, if a prosodic boundary apped a point where no musical boundary
occurs, what must be the lengthening effect of emmiched prosodic boundary, given that the
singer is attempting to adhere to the stress mau&indl tendency towards isochrony of the
musical meter? Prosodic boundaries occurring phmaedial, however, may be reasonably
expected to show shorter durational pauses atrtsogic boundary because of tendency
towards isochrony in musical meter, unless a pieoecurring at a very slow tempo. Prosodic
boundaries, however, might be expected to appeaugh the lengthening of pre-boundary
segments and syllables before stronger prosodiodaoies, since pre-boundary lengthening
shares temporal characteristics with both lingaiatid musical stress lengthening. This pre-
boundary lengthening may also be expected to Isegiesat than in normal speech due to its
conflict with the musical meter. However, examgnthe presence of this pre-boundary
lengthening in strictly tempo-ed music is the pwgof this paper.

Given the previously observed dominance of musicater over prosody in the case of
stress mismatches, it stands to reason that pibodndaries in the middle of musical phrases
might not be expressible in the temporal domairpdtience, however, tells us that singers can
express a great deal of syntactic and semantitesylthrough the lyrics of a song. Perhaps then
the pre-boundary lengthening in prosodic boundaresgd be a functioning disambiguation cue
in musical meter. The hypothesis to be tested ih#mat, if a prosodic boundary occurs in the

middle of a musical phrase, it will still have adghening effect on the segments and word
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before it, and that thus musical meter does natetypblock the production of prosodic
boundaries.

If it is the case that prosodic boundaries areesgible in the temporal domain while the
structure of musical meter is maintained, thenwaeld expect the following observations,
designated as H1-H4, if the hypothesis above isectr

H1 Segments at word boundaries should be of consistegth in the context of a strict
musical meter.

H2 Segments immediately preceding prosodic boundaiiesndergo lengthening
greater than their normal temporal duration inrgtsthythmic context.

H3 Syllable lengths should be of consistent, thougiisochronous lengths in the
context of a strict musical meter.

H4 Syllables immediately preceding prosodic boundasidisnecessarily be longer than
their normal temporal durations even in a strigtlimic context because they contain
lengthened final segments.

As mentioned before, it is musical meter’s tendeiogyards isochrony that leads to the
proposition that, over many different productiomshe same phrase, a word or segment may be
expected to have similar durations (this is statedl and H3). If syllables and segments are
reproduced consistently, then any lengthening chygegosodic boundaries (H2 and H4) would
then be contrary to the natural length of syllalplesscribed by the musical meter’s stress and
tempo, representing a partial bending of the neétlse musical meter to allow for the temporal
cues of linguistic prosody. H3 and H4 propose,tiidtl and H2 are true and pre-boundary

segments do lengthen, then pre-boundary syllabléengthen due to the presence of
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lengthened pre-boundary segments and that thedmprelary syllables will not be the domain

for compensatory shortening to compensate musitallgrosodic boundary lengthening.

METHODS

The Stimuli

This experiment exploits structural ambiguity il flour-syllable target phrase “Tess eats
Anne’s beans” to create specific prosodic boundaafter specific words. By creating a certain
context, “Tess eats Anne’s beans” may be manipdiistieh that the prosody of the
contextualized phrase places a prosodic bound&ey @dch constituent of the four-word phrase
in turn. This one phrase is used four times s asntrol for the lengthening effects of the four-
beat structure of the musical meter and to contfobm this point forward, each two-line phrase
containing a target phrase shall be referred @ ‘@puplet’ so as to disambiguate them from
experimental “conditions,” which refers to the adtspecific placement of the prosodic
boundaries within the target phrase. The four sgparouplets appear with the target phrase

underlined and the prosodic boundaries marked ‘#ith

Couplet 1: I'm on my way to the Farmer's Market to buy somanisdor Tess and Anne.

| realize, if Tess eats Anne's beans, # it willtdgsour baking plan.

Couplet 2: Whenever | buy my friends some beans, | always ffimave a mess.

No matter what Tess eats, # Anne's beans all fiadl tvay into distress.
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Couplet 3: 1 ultimately make this deal that they must keepuabloe beans:

If once again Tess eats Anne's, # beans are going $wapped for greens!

Couplet 4: Yet all of this is just a trick, and our dog Maxdsping us.

He sneaks behind Tess, # eats Anne's beans andréatiss the whole big fuss.

The words in the target phrase were chosen for leelability according to guidelines laid out
in Turk et al. (2006), specifically by maximiziniget number of fricatives in codas before words
beginning with vowels.

To test the separate Hypotheses 1-4, these couhletgyh gathered in one experiment,
are analyzed in two separate ways. In all the¥alg analyses, the independent variable is the
presence of a prosodic boundary following a sy#ai segment and the dependent variable is
the length of syllables and segments. Because HP &ertain to segmental lengthening before
prosodic boundaries, they will be examined in aalysis referred to here as Segmental Length
Analysis (SLA). This analysis pertains more diletd the effects of prosodic boundaries on
words. H3 & H4, on the other hand, pertain toldémgth of words and beats before prosodic
boundaries, and thus it shall be referred to hetb@Beat Length Analysis. This second
analysis deals more with the effects of prosodigriolaries on beat lengths (BLA). If pre-
boundary beats and words show lengthening effdats, to keep the meter stable, compensatory
shortening must happen later on in the phrasedouet for the conflicting lengthening due to

the prosodic boundary.
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In the SLA, the fricatives at the end of “Tess,atg” and “Anne’s” in Couplet 1 shall be
used as the no-boundary control, and the fricatdedsre each boundary in Couplets 2-4 shall be
used as the boundary cases for comparison. Thgehlehthe fricatives when in a pre-boundary
position and when not in a pre-boundary positiolh lvé compared to one another to check for
lengthening of segments before a boundary. Tablkddw represents the method by which the
words will be analyzed. Only underlined fricativedl be examined, and each column contains
two fricatives that will be compared, one in prathdary position and one not in pre-boundary
position. For the evaluation of H1, the consisyeoiclength for fricatives by word will be
ascertained, and for the evaluation of H2, thecethé lengthening for fricatives before

boundaries may be ascertained.

Table 1

Couplet 1 Tess Eats Anne’s
(Control)

Couplet 2 Tess eats # Anne’s
Couplet 3 Tess Eats Anne’s #
Couplet 4 Tess # Eats Anne’s

In the BLA, each couplet contains one pre-bouneard and three phrase-medial
words. Each word in the target word has one preibary couplet and three phrase-medial
couplets. This creates a 4x4 Latin square sudhthkdength of each pre-boundary word may be
evaluated against the same word phrase-mediatiiggok for lengthening of the syllable or beat.
This is shown in Table 2. This method of analys&anely comparison of syllable lengths across
couplets, does represent a break from the nornadysia method for prosodic boundaries
(comparison of syllable lengths of the words sunding boundaries.) Because of the tendency
towards isochrony provided by the musical meteweeer, this comparison of inter-couplet

word lengths seems appropriate to check for thel\wargth consistency predicted in H3 and
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syllable lengthening predicted in H4. Table 2 esents a vertical comparison of inter-couplet
words as opposed to a horizontal comparison of @aynadjacent words.

When analyzing the length of syllables in a musicadtext, there is a question of
whether the lengthening effects on a linguisticdvand those on a musical beat differ in their
pre-boundary lengthening effects. It also bearserabering that, because all the words in the
test phrase are monosyllabic and assigned eableitootvn beat, the lengths of a “word,” of a
“syllable,” and of a “beat” may be co-indexed withe another; though the lengths of a “word”
and of a “beat” may differ as described below. &ese of the finding that the onset of musical
beats is most closely aligned with the onset ofilalsle’s vowel (Allen, 1972), all the words in
all the couplets will be evaluated both accordimghieir “word length” (the interval from the
onset of each word’imitial segmentsegments to the onset of the following wordisial
segmenj and to their “beat length” (the interval from theset of each wordgowel to the
onset of the following word'sowel). If findings concerning the lengthening of lingfic words
and musical beats before prosodic boundaries ddfsignificantly, then H3 and H4 must be
evaluated separately for both measurements. Hdwivaluated as to whether words and beats
in set metrical positions are of consistent lerigtween couplets, and H4 will be evaluated as to

whether words and beats in set metrical positioiidemgthen before prosodic boundaries.

Table 2

Couplet 1 Tess Eats Anne’s beans #
Couplet 2 Tess eats # Anne’s beans
Couplet 3 Tess Eats Anne’s # beans
Couplet 4 Tess # Eats Anne’s beans

These couplets, once made, form an eight line pwesassary to create the environments

necessary for each test phrase and to give theimgre the hallmarks of a song. Each couplet
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is organized with a poetically metered first lioegive the semantic context needed for the
changing syntax in the second line containing &éngett phrase. This first line also contains a
rhyming word at the end which rhymes with a worthatend of the second line, thus giving
each couplet an element of closure with each rhgmaemapping out a classic antecedent-
consequent structure for the musical setting. €kiga first line also helps to distract the
participant from the continuous repetition of theget phrase in the second line by providing
novel semantic material. Because of the amounbofext needed for each condition, the
couplets must presented in the same order to ewdject in order to create a logical “plot,” or
else the contextualization of the conditions waubd make sense. Each couplet was presented
separately in order to prevent comparison by theggaants between conditions to find
similarities.

Each of these couplets was written to fit a sinfialanonized melody written to be both

memorable and easy to sing. The melody was cordpnéietime because of the centrality of

that time signature in Western music. Both theadliel contour and harmony follow common
schemes in order to make them easy for the paatitipThe melody created an overall arc with
its peak at the site of the target phrase befoseat®ling to its starting point. Its melodic range
was a minor ¥, having as its lowest note the fifth scale degnee as its highest, the fourth scale
degree. This range of less than an octave makesitly singable by most trained singers and
lies well within the comfortable ranges of bassas altos when in D major and of tenors and
sopranos when in G major. The two lines of eaclpt=s line up with four bars each, thus
creating an eight-bar phrase of an antecedent-qoeséidea where the two musical phrases
have similar melodic ideas to cohere them. A bresdrk appears between the two musical

phrases, and the participants were advised toeshtre beginning of the second line by an
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eighth note to make room for a breath so thatitiges could make it through each line without
breathing during the target phrase.

With the couplet created for this melody, which asmed

=

constant throughout each couplet and conditiontatget phrase ~

XXX TN

”  —
i {

X

X

was always positioned in the same metrical and dnelmosition X X

Tess eats Anne's beans
within the song. As appears in Figure 4, the taphease always rigure 4
began on the fourth beat of the fifth measure andgeded through the third beat of the sixth
measure of each couplet, thus ensuring that alldeat types were represented in the test phrase
and the musical stresses lined with the naturglistic stresses of €Bs éatsAnne’s béans.”
The entire test phrase was sung on the same ngittbdso that there would be as little effect
from pitch as possible on the production of thé ve&sds. As a result, the independent variable
in each condition would be the location on the pdis boundaries since the musical pitch,
tempo, and location of the words within the rhytbinierarchy were standardized. This, in turn,

means that the acoustic correlate of effective damnproduction would be temporal changes in

the test words. These inter-word time intervate@as the dependent variables.

Test Procedure

These music and couplet groups were enteredhietousical notation software Sibelius
6 to produce standard notational materials. Eaciplet was placed on a page with a musical
introduction to orient the listener to the key aondamiliarize them with the tempo. The
appropriate tempo for the piece was set at 16Ghpatminute to align with the jaunty feel of
the song. This tempo marking is perceived to lghtily faster on a scale of slow-to-fast tempos

by musicians (Tan et al., 2010) but sits within ttvege of words per minute recommended for
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the reading of audiobooks for ease and comprehétys{bVilliams, 1998). These pages of
music, each with the same melody and harmony hihit avdifferent couplet, were printed out in
the keys of D major and G major, resulting in eighges. A sample page is attached at the end
of this paper. MIDI files of the harmonic accomaent were then created in both of the two
keys and saved on the test computer.

These participants were brought into a quiet ra@mich asked to stand in front of a
computer. Each participant was shown a MIDI filé3 major for the sopranos and tenors and D
major for the altos and sopranos and asked wh#teeange and tempo were acceptable. When
showing the participant the melody, the experimeasi&ed the participant to observe all breath
marks and note values literally. After familiangithemselves with the melody and lyrics of the
first couplet of the experiment, the participansvesked to sing the couplet four times in a row
confidently and with the intent of narrating a $ttw someone who has never heard the story
before. Each of these reiterations of a couplell &ie referred to as “repetitions” for further
reference. If during the recording of the couptleg, participant made an error in singing or
failed to produce a prosodic boundary at the cotiee, he or she was asked to repeat the
couplet another time to obtain four repetitiongath couplet. This process was then repeated
for the other three couplets. The participantgsdang with the MIDI recordings in the
appropriate key through a set of Klipsch Refereébne headphones in order to maintain a steady
tempo and key. Palmer & Kelly (1992) found thaiggrs singing with and without
accompaniment produced similar prosodic and rhytheffects in each case. Participants were
recorded on the experimenter’s computer using FBrsrsma & Weenink, 2013) and the
computer’s internal microphone. The recordingsenaade at a 44,100 Hz sampling rate in

stereo sound.
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Participants

8 undergraduate participants, 7 male, 1 femaleyd®n the ages of 20 and 23 were
solicited via email from the large population ofhily skilled singers at Yale College to take part
in the experiment for no monetary benefit. Alltoé participants came from audition-only
choral singing groups which teach traditional chtgahnique and possessed sufficient musical
skill to complete the task. These participantsen@ive to the purpose of the experiment and

were not shown the music beforehand.

Data Labeling

After these recordings were made, each recordamylabeled in Praat. For the purpose
of the SLA, the lengths of all segments adjacemtdod boundaries between the target words in
Couplet 1 were labeled. In Couplets 2-4, onlylédmgths of segments adjacent to prosodic
boundaries were labeled. This gave pairs of prgatlary and non-pre-boundary fricatives for
the words “Tess,” “eats,” and “Anne’s” to be anagzrefer to Table 1). For the BLA, the
lengths of all words and all beats were labeleallicouplets (refer to Table 2). For the vowel-
initial words, the glottal stops at their beginningre considered to be initial consonants, which
the word length labelings (initial segment onsentbal segment onset) and the beat length

labelings (vowel onset to vowel onset) took intoamt. This labeling is shown in Figure 5.
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Figure 5: A sample labeling of Couplet 1 showing #waveform of the test phrase, the sptrogram, a tidor word length, a
tier for beat length, and a tier for segmental lenth.

One of the subject’s data was not labeled and disdabecause in about half of his recordings,
the nasalization of the preceding vowel was toongtito allow for reliable labeling. Thus only 7

subjects’ data was labeled.

Statistical Analysis

The data were analyzed in R (R Development CorenJ€813). The data was pooled
between subjects because, while the subjects’allaiended in the same direction, their data
individually did not show significant patternin@@ependent variable length values were
converted to z-scores for each subject separ&elyeated-measures ANOVAs were performed
on the pooled data. For the SLA, a one-factor AMQAas performed on the segmental interval

data to test for the effect of whether the segmesteded a prosodic boundary (prosodic
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boundary). Then a two-factor ANOVA was performedtioe segmental data to test for an
interaction between the word in which the segmea the coda (test word) and whether the
segment preceded a prosodic boundary. For the Bhésfactor ANOVAs were performed
separately on both the word interval data and d# imterval data to test for the effect of
whether the interval preceded a prosodic boungansdic boundary). Then two-factor
ANOVAs were performed on both the word intervaledanhd the beat interval data to test for an
interaction between what syllable was being exath{test syllable) and whether the syllable

preceded a prosodic boundary. Significance waatget0.05.

Results

Segment Length Analysis

The results of the pooled data analysis show &fiecsegmental data. In this data, 144
data points were analyzed. The one-factor ANOVénfiban effect of prosodic boundary. This
may be seen in Table 3 below. The direction offessodic boundary analysis showed larger z-
scores of segment lengths before prosodic bourgddvém phrase-medially. The two-factor
ANOVA did not find an interaction between whethgsrasodic boundary followed a coda and
in what word the coda appeared. Data for the @abei ANOVA all tended towards coda
lengthening before prosodic boundaries by each wbnat significantly. Graphs of both of the

ANOVAs may be seen in Figures 6 and 7 below.

Table 3: ANOVAs for the SLA data

Factor Segmental length data

Prosodic F (1, 137)=9.209 p=0.00288
Boundary (PB)?
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Figure 6: A graph of the z-scored lengths of segme&npreceding prosodic boundaries versus those phrasnedially.

Codas before Boundaries

| Not Pre-boundary - Pre-boundary

2
1

Z-scores of codalengths

i

Tess eats Anne’s
Word

Figure 7: A graph of the z-scored lengths of segmenpreceding prosodic boundaries versus those notgreding
prosodic boundaries broken down by word. These fagrs were not found to interact, but do show tendecies
towards longer codas in the case of each word.
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Beat Length Analysis

The results of the pooled data analysis show doeumf different effects in both the
word length and beat length data. In this dat8,dgta points were analyzed. Globally, word
length averaged 0.401 seconds per monosyllableeitarget phrase and the beat length
averaged 0.375 seconds per monosyllable in thettplgase. The one-factor ANOVAs found
effects of target word and prosodic boundary fahlibe word length data and the beat length
data. The two-factor ANOVA for word length found @teraction between whether a prosodic
boundary followed the word and in what word wasigeaxamined. The two-factor ANOVA for
beat length did not find an interaction betweentiwbea prosodic boundary followed the beat
and in what beat was being examined although ttterfgs approached significance and the data
tends in the right direction as seen in Figure Table 4 and Figures 8-11 show these findings
below.Lower z-scores represent shorter interval lengtlashagher z-scores represent longer
interval lengths. In almost every case, both wamls beats are longer when preceding prosodic
boundaries than when not. Intervals precedinggaticoundaries are significantly longer than

those that do not precede a prosodic boundary.

Table 4: ANOVAs for the BLA data

Factor Word length data Beat length data

PB? F (1, 440)=10.23 p=0.00148 F (1,440)=7.225 p=0.00746
PB? F (1, 434)=42.08 p=2.39x10"" |F (1, 434)=19.127 p=1.53x10°
Test Syl? | F (3, 434)=159.99 p<2x10* F (3, 434)=114.271 p<2x10*®
PB x Syl? | F (3,434)=5.15 p=0.00165 F (3, 434)=2.553 p=0.055
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Discussion

Segment Length Analysis Findings

The finding that a coda of a given word retairt®asistent length when not interacting
with a prosodic boundary (H1) is suggested by FEgyrthough not confirmed by a two-factor
ANOVA. This suggests that the subjects across letgipnd repetitions may produce consistent
coda lengths for a given word and thus suggesntheence of the musical meter (i.e. the
tendency towards isochrony of the tempo causedstens patterning in the lengths of the
fricative segments at the ends of the words “Te'ggts,” and “Anne’s”). From this data,
however, it is impossible to prove conclusively Wiee the codas are of consistent length by
word, perhaps because of the small sample size.

As predicted in H2, however, the presence of prizdooundaries did indeed lengthen
the segments preceding the boundaries significamiyaning that the need to keep the musical
tempo “steady” and to mark musical stresses inrthgical meter did not completely override
the temporal requirements for marking the prosbdendaries. The fact that these codas do
lengthen before prosodic boundaries means thaetftency of musical meter towards
isochrony was not strong enough to prevent the imgudf these prosodic boundaries in the
temporal domain. To examine the potentially daeBratg effects of the musical meter that
these boundaries may have, we must first exammeffiects of prosodic boundaries on the

words and beats.

Beat Length Analysis Findings
The fact that the lengths of each word map adtusstudy together significantly, as

shown by the two-factor ANOVAs and Figures 10 afiddemonstrates the effect of the musical
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meter and supports H3. Where in normal speechahe word might be expected to vary in
length when produced by different speakers and bydghe same speaker, here the attending
rhythms of the singer cause the participant to ke with the tempo of the computer
recording and produce the words at a length catedl®m make them arrive appropriately on the
beat. While the particular necessities of artitatarequire certain words to be longer than other
words, each word is being made relatively consikteriFor example, in the case target words
labeled with word intervals, the words “Tess” ab@dns” will naturally be longer than

“Anne’s” and “eats” due to presence of onset coastgin the first pair and not the second.
Similarly, we should expect that the target worchi&’s” will be the longest in beat interval
data because that length also contains the [b]ddynpossessed by “beans.” In the beat
intervals, it should also be noted that the [tjTess” is not contained in the test word “Tess” or
in any other test word interval. See the TableldWw for more specific parsing of the word and

beat intervals.

Table 5
Beat 3 |4 1 2 3 4
Test Word Tesy eats Anne’s Beans
Word Length tes. its. | eenz. binz.
Beat Length t|es. its. | aenz.b |inz.

This is not to say that the musical meter was Rpeeted to have an effect of the production of
the song; just that this level of consistency stidad present before claims about changes in the

length of words due to the presence of prosodicitiary can be made.
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The finding by others (Allen, 1972) that the glbbaat established by the
accompaniment is more closely tied to the interaliodntervals seems to be consistent with the
findings of this experiment. The tempo markingwtach the participants were entraining, was
set to 160 beats per minute, which is equal tobma per 0.375 seconds. If the beats in the
musical meter tends towards the isochrony of theaneme marking, then the articulations
most closely associated with the beat should bea®g globally to average closely to the
isochronous tempo marking. When all the inter-liogatervals are averaged, we find that
0.37518 seconds per syllable in the test phrasereas, the inter-onset intervals average to be
0.40126 seconds—Ilonger than the intended beatnipete. If we assume that the claim that
the beats are timed with the vowels of the targats, then this extra time in the inter-onset
average almost certainly stems from the [t] of ‘§/égvhich, according to the vowel-timed

model, belongs to the previous beat.

Because of the finding that words and beats appdag of consistent length phrase-
medially in a strict tempo (H3) and the findingtthords and beats lengthen before prosodic
boundaries (H2), H4 seems to be confirmed. It ca¢sppear that, with the lengthening of
codas before prosodic boundaries, post-boundargsmaympensatorily shorten to preserve beat
or word length normally prescribed by the metes aesult of the lengthening prior to prosodic
boundaries, there must be some amount of compendatdeal with the lengthening of the pre-
boundary target words as the singer attempts taiarttack to the accompaniment.
Unfortunately, this study was not designed to fi@sthe domain of post-boundary compensatory
shortening. However, this could be examined easifylater study given this study’s finding

that prosodic boundaries may have an effect aftgtbaat.
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It is also interesting to note that the singingColuplet 3 proved more difficult for
subjects than the other conditions. This appeedbetthe case because in that couplet, the
prosodic boundary follows the word “Anne’s,” whighexamined by beat length, is already the
longest beat despite being on a weak musical BEtdue to the need to articulate the complex
coda cluster of the word “Anne’s” and the [b] oétfollowing word which would be included in
the inter-vocalic length of thé'®beat. Also, in Couplet 3, this word receivesnglliistic focus
stress, thus lengthening it more than in the oftwrplets even before pre-boundary lengthen is
applied. Thus when a prosodic boundary is plated the word “Anne’s,” the ¥ beat becomes
even longer on an un-stressed musical beat, cadsstgbilization of the overall musical meter

and causing 3 subjects to have to retry that Cotplget it right.

Further Studies

As mentioned earlier, further studies will certpineed to be undertaken in order to
ascertain the effects, if any, of compensatoryteimimg after prosodic boundaries to regain the
musical meter. This would be particularly intemegtto undertake to see the effects of
compensatory shortening on musically stressed beakstermine whether post-boundary
compensatory shortening may overcome the musictilargerarchy where mismatches of
prosodic stress failed before. This would be aeresting finding because it would imply that
the need to entrain to an isochronous accompanisped outweighs the need to represent the
stress of the attending rhythm oscillators theneselv

An articulatory magnetometer study examining #magoral properties of the boundaries

in articulation would be very interesting to examthe domain of the pre-boundary lengthening
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in singing and to see how the syllables may benatigo the phase of the attending rhythm and
the isochronous metronome of the accompanimenthdnal pedagogy, singers are taught to
spend much more time on the vowels of the wordsgeiing and less on the consonants. Thus,
seeing whether this affects the domain of the paaldary lengthening or even whether there are
short pauses at the boundary that are harder tarmescordings would be very informative.
However, even more interesting from the perspedafuausic cognition would be examining the
relationship of the phase couplings of the syllalfleing sung and the intended tempo to see how

they might be task dynamically linked.

Summary

This study examined the production and appearahpeosodic boundaries in song under
a strict musical tempo. This study proposed theolhesis that prosodic boundaries regardless
of what beat they followed would overcome the maisimeter’s tendency to entrain to an
isochronous rhythm when the prosodic boundarieg wesmatched with musical boundaries.
The study found significant evidence to suppos tti@im in lengthening found on pre-boundary
segments and syllables. Because of consistenoyaiad in the length of phrase-medial
syllables and their lengthening before boundathesse pre-boundary syllables appear to
counteract musical meter’s stability and its terayeiowards isochrony. In one case this even

appears to have caused destabilization in seveaks. t
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